Section I
Developmental Psychopathology: An up-to-date Historical and Methodological Overview
Part 1

Methods for Studying
Developmental Psychopathology
Introduction

Developmental psychopathology concerns the study of the development of psychological disorders (e.g., depression, anxiety, schizophrenia, conduct problems), risk and protective factors, as well as outcomes, through a lifecourse perspective (Cicchetti, 1989; Rutter, 1990). Longitudinal studies, which involve repeated measures of the same variables from the same individuals, are crucial to investigate change (increases or decreases), but also stability, of psychopathology over time. Indeed, unlike cross-sectional studies, in which different individuals are compared at one time point, longitudinal studies allow for (1) the exploration of within-individual change (or stability)—that is, how each individual develops over time—and (2) between individual differences—including the investigation of distinct patterns of change (or stability) over time across individuals and factors associated with these distinct patterns (Singer & Willett, 2003).

More specifically, longitudinal data enable testing hypotheses about the development of behaviors, the developmental association between different, yet related behaviors (e.g., hyperactivity and physical aggression) and the factors associated with stability or change of behaviors over time. The identification of factors associated with persistence or change in behavior (increasing or decreasing patterns) can shed light on the vulnerabilities associated with severe and persistent psychopathology. In turn, a better understanding of risk processes in the development of psychopathology can help in the development of effective intervention strategies that target protective factors associated with desistance or decreased levels of psychopathology. Longitudinal data can therefore be useful for testing developmental theories about psychopathology as well as the effectiveness of prevention and treatment programs (Cicchetti & Toth, 1992).

New advances in statistical approaches over the last decades help in maximizing what we can learn using longitudinal data in the field of psychopathology (Nagin, 2005). Methodologists have developed various statistical approaches, which include and are known variously as growth curve models (GCMs), random coefficient models, multilevel models, mixed models, mixed-effects models, hierarchical linear models,
group-based trajectory models (GBTMs), latent class growth models (LCGMs), and growth mixture models (GMMs) (Muthén, 2004; Nagin, 2005; Singer & Willett, 2003). The approaches have been applied with a rapid rise in many areas of developmental psychopathology research (Curran, Obeidat, & Losardo, 2010; Nagin & Odgers, 2010), including conduct problems (Nagin & Tremblay, 1999), depression/anxiety (Côté et al., 2009), callous-unemotional traits (Fontaine, Rijsdijk, McCrory, & Viding, 2010), and substance use problems (Hu et al., 2008). These approaches have also been applied to assess heterogeneity in treatment responses to clinical trials (Muthén et al., 2002).

Statistical approaches for longitudinal data can be complex in terms of selecting the optimal approach, fitting the models to the data and interpreting the findings with respect to hypothesis and theory (Curran et al., 2010). In this chapter, we introduce some of the approaches and applications, particularly to non-technical readers, including researchers, clinicians, and graduate students, who may not have yet received an extensive training in this area. References to more detailed and complete technical developments on these approaches are offered for interested readers. We first provide an overview of the approaches, with a focus on GCM, GBTM and GMM, namely approaches focusing on developmental trajectories (Muthén, 2004; Nagin & Odgers, 2010). Next, we present selected examples of applications of these models in the field of developmental psychopathology and clinical psychology. Finally, we discuss methodological considerations when applying these models and interpreting the findings.

Overview of the Approaches

This section presents an overview of three approaches applied to longitudinal data, and more specifically to trajectory modeling: GCM, GBTM and GMM. We selected these three approaches because they share a common analytical goal, namely to examine differences or variability across members of a population in their developmental trajectories (Nagin & Odgers, 2010). A developmental trajectory can be defined as the course of a behavior over time or age (Nagin, 1999). Because these trajectory analyses examine longitudinal data with more than two measurement occasions, they have key advantages over analytical approaches that do not examine trajectories (Beauchaine, Webster-Stratton, & Reid, 2005; Gueorguieva & Krystal, 2004). First, trajectory analyses tend to have better reliability and greater power to detect behavioral change than simple pre–post or difference score designs. Second, trajectory analyses have greater flexibility with unbalanced designs, unequal spacing of time points, and tolerate missing data, unlike repeated measures analysis of variance (ANOVA). Third, trajectory analyses are less likely to inflate the Type I error rate than are repeated measures ANOVA analyses, which have more strict assumptions (e.g., sphericity). Fourth, trajectory analyses often allow multiple outcomes to be examined in the same analysis. Although these approaches share a common goal, they make distinct assumptions about the distribution of trajectories in the population. Figure 1.1 presents hypothetical trajectories according to the GCM, GBTM, and the GMM approaches. In a nutshell, it is assumed with GCM that all individuals come from the same population and can be described by the same parameters of change. It is not assumed, however, that individuals’ change is identical—the model captures the average developmental trend and person-specific variations around the average trend using the same parameters of
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change. GBTM and GMM, by contrast to GCM, assume that some individuals come from distinct subpopulations, as captured by different subgroups. These subgroups can be described by different parameters of change. In other words, the models allow different individuals to follow different trajectories, but only GBTM and GMM allow

<table>
<thead>
<tr>
<th>Approach</th>
<th>Trajectories</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCM</td>
<td><img src="image1" alt="GCM Diagram" /></td>
<td>Assumes that all individuals come from the same population, but allows individuals’ change to differ—that is, the model captures the variations that are specific to each individual (random effects). The thin black lines denote the observed data points, the thick solid black line denotes the average trajectory of change and the shaded gray area around the line denotes the individual variations (Shiyko et al., 2012).</td>
</tr>
<tr>
<td>GBTM</td>
<td><img src="image2" alt="GBTM Diagram" /></td>
<td>Assumes that some individuals come from distinct subpopulations, as captured by different subgroups. The subgroups are assumed to be homogenous regarding change—that is, that all individuals on a particular trajectory have the same pattern of behavior over time. The thin black lines denote the observed data points. For each trajectory, the thick solid black line denotes the average trajectory of change (Shiyko et al., 2012).</td>
</tr>
<tr>
<td>GMM</td>
<td><img src="image3" alt="GMM Diagram" /></td>
<td>Assumes that some individuals come from distinct subpopulations, as captured by different subgroups. However, contrary to GBTM, heterogeneity within each subgroup is also considered in GMM—that is, variations that are specific to each individual (random effects) like in GCM can also be modeled. The thin black lines denote the observed data points. For each trajectory, the thick solid black line denotes the average trajectory of change and the shaded gray area around the line denotes the individual variations (Shiyko et al., 2012).</td>
</tr>
</tbody>
</table>

**Figure 1.1** Hypothetical Trajectories According to the GCM, GBTM, and the GMM Approaches.
subgroups (that are not captured by model predictors) of individuals with qualitatively different forms of change.

A number of differences exist between GCM, GBTM and GMM approaches. Researchers in developmental psychopathology often have to decide what approach they should apply. We present below a brief summary of the assumptions underlying each approach to help readers decide the optimal strategy for a given research question or hypothesis. Table 1.1 presents a summary of the key outputs of the three different approaches.

GCM

In their simplest form, GCMs typically fit a best-fit straight line to each individual’s trajectory of change over time. Each individual’s line is allowed to have a different starting point (intercept) and direction and steepness of change (slope). Each individual’s best-fit line is slightly adjusted to take into account the trajectories of the other individuals in the sample—a phenomenon known as shrinkage because individuals’ GCM estimates are shrunk towards the mean estimate for the sample, making the GCM estimates more reliable (i.e., having less measurement error) than estimates from simple regression (Hox, 2010). Based on theory and/or how well the model fits the data, the modeler can decide whether each parameter (intercept, slope) is the same (fixed effect) or allowed to differ (random effect) between individuals. GCM can be extended to consider nonlinear forms of change, such as polynomial (e.g., quadratic), exponential, and logistic forms.

GCM can be fit in a structural equation modeling (SEM) or hierarchical linear modeling (HLM; also known as multilevel modeling, mixed modeling, or mixed-effects modeling; Raudenbush & Bryk, 2002) framework. In general, SEM is more advanced and flexible than HLM. SEM, unlike HLM, allows specifying latent variables that represent the common variance among observed (manifest) variables, and have less measurement error. Unlike HLM, SEM also allows specifying multiple outcomes in the same analysis and more flexibility in specifying correlated residuals (which, if residuals covary, would violate assumptions if unspecified). However, SEM typically requires a larger sample size than does HLM. In addition, HLM is more flexible when participants are not sampled at the same time points because HLM uses data in long form (rather than wide form in SEM). In long form, each row represents a combination of participant and measurement occasion (i.e., 100 participants × 3 measurement occasions = 300 rows, 100 variables = 100 columns). In wide form, each row represents one participant, with columns representing combinations of variable and measurement occasion (i.e., 100 participants = 100 rows, 100 variables × 3
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A number of differences exist between GCM, GBTM and GMM approaches. Researchers in developmental psychopathology often have to decide what approach they should apply. We present below a brief summary of the assumptions underlying each approach to help readers decide the optimal strategy for a given research question or hypothesis. Table 1.1 presents a summary of the key outputs of the three different approaches.

GCM

In their simplest form, GCMs typically fit a best-fit straight line to each individual’s trajectory of change over time. Each individual’s line is allowed to have a different starting point (intercept) and direction and steepness of change (slope). Each individual’s best-fit line is slightly adjusted to take into account the trajectories of the other individuals in the sample—a phenomenon known as shrinkage because individuals’ GCM estimates are shrunk towards the mean estimate for the sample, making the GCM estimates more reliable (i.e., having less measurement error) than estimates from simple regression (Hox, 2010). Based on theory and/or how well the model fits the data, the modeler can decide whether each parameter (intercept, slope) is the same (fixed effect) or allowed to differ (random effect) between individuals. GCM can be extended to consider nonlinear forms of change, such as polynomial (e.g., quadratic), exponential, and logistic forms.

GCM can be fit in a structural equation modeling (SEM) or hierarchical linear modeling (HLM; also known as multilevel modeling, mixed modeling, or mixed-effects modeling; Raudenbush & Bryk, 2002) framework. In general, SEM is more advanced and flexible than HLM. SEM, unlike HLM, allows specifying latent variables that represent the common variance among observed (manifest) variables, and have less measurement error. Unlike HLM, SEM also allows specifying multiple outcomes in the same analysis and more flexibility in specifying correlated residuals (which, if residuals covary, would violate assumptions if unspecified). However, SEM typically requires a larger sample size than does HLM. In addition, HLM is more flexible when participants are not sampled at the same time points because HLM uses data in long form (rather than wide form in SEM). In long form, each row represents a combination of participant and measurement occasion (i.e., 100 participants × 3 measurement occasions = 300 rows, 100 variables = 100 columns). In wide form, each row represents one participant, with columns representing combinations of variable and measurement occasion (i.e., 100 participants = 100 rows, 100 variables × 3
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measurement occasions = 300 columns). If participants are not sampled at the same
time points, however, wide form can be computationally cumbersome because it can
result in too many columns where most participants have missing values (see Table 1.2
for an example of data in wide form and in long form). HLM (which uses long
form—a more efficient data structure with less missingness when participants are
sampled at different time points) can be advantageous in these circumstances. See
Curran (2003) and Bauer (2003) for further discussion of similarities and differences
between the two approaches, and when to use each.

GCM assumes that all individuals in the sample come from the same population and
can be described by the same parameters of change (e.g., everyone could be described
with a quadratic trajectory—a U-shaped trajectory—in which scores of psychopa-
thology would first decrease and then increase over time). GCM does not necessarily
assume, however, that all individuals show identical change. For example, a polynomial
GCM can allow each individual to have different intercepts, slopes, and curvatures.
GCM grasps the average developmental trend and person-specific variation around the
average trend (random effect) using the same parameters of change for the population.
Furthermore, GCM can also allow subgroups (e.g., males and females) with different
trajectories, but the subgroups have to be described by the same parameters of change.
Thus, individual or subgroup differences in GCM trajectories are assumed to reflect
quantitative differences in degree rather than qualitative differences in kind. To examine
qualitative differences between subgroups of individuals that are not captured by model
predictors, however, one must use another type of model such as GBTM or GMM.

**GBTM**

GBTM has been developed by Nagin and colleagues (Nagin, 1999, 2005; Nagin &
Tremblay, 1999). With this approach, the population under study is considered to be
composed of qualitatively distinct subgroups that are not detectable using measured

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Ext_1</th>
<th>Ext_2</th>
<th>Ext_3</th>
<th>Ext_4</th>
<th>ID</th>
<th>Sex</th>
<th>Time</th>
<th>Ext</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>Missing</td>
<td>1</td>
<td>F</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>Missing</td>
<td>1</td>
<td>F</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>M</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>F</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>F</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>F</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>F</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>M</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>M</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>M</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>M</td>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>

Abbreviations: ID = identification number; Ext = externalizing problems.

Table 1.2 Example of data in wide form and in long form. Data on externalizing problems
in wide and long forms for three participants and four time points.
characteristics (Nagin & Odgers, 2010). For instance, in a study on depressive symptoms, two different subgroups of individuals could compose the population, hypothetically one subgroup with a genetic vulnerability for depression and one without the vulnerability. If the subgroups are not distinguishable based on measured characteristics, we could assume that the dataset is composed of a combination of two different subgroups (Nagin & Odgers, 2010). Using GBTM, distinct statistical processes would be involved to explain the development of depressive symptoms in the two subgroups. Owing to distinct etiologies, the different subgroups might show different trajectories, which is the qualitative heterogeneity we seek to capture with subgroups in GBTM (as opposed to quantitative heterogeneity in GCM). The distinct subgroups are assumed to be homogeneous regarding change—that is, that all individuals on a particular trajectory have the same pattern of psychopathology (e.g., depressive symptoms) over time. Whether or not the trajectories really differ qualitatively as hypothesized may be subject to interpretation (Bauer & Reyes, 2010). In some instances, the trajectories may reflect points on a continuum as if a continuous variable was divided into different ordered-categorical levels (e.g., low levels, moderate levels and high levels of psychopathological symptoms). Still, the subgroups’ trajectories could be distinguished by different predictors (e.g., childhood maltreatment) or be associated with different outcomes (e.g., job dissatisfaction).

Key outputs of GBTM are the proportion of the population following each trajectory and each individual’s probability of being classified in each trajectory (probability of membership in each trajectory). GBTM takes into account uncertainty in group assignment. Table 1.3 presents, as an example, hypothetical scores of conduct problems between ages 6 to 12 for four participants. Based on their scores and assuming that the GBTM estimated four trajectories (i.e., stable high, increasing, decreasing and stable low), the model should most likely classify with a high probability (e.g., 0.75 and above) Sam as following a stable high trajectory, Gabby as following an increasing trajectory, and Max as following a decreasing trajectory. Fred’s assignment to a group may be more challenging. For instance, Fred may have 0.51 probability to follow the stable high trajectory, 0.20 probability to follow the stable low trajectory, 0.10 probability to follow the increasing trajectory, and 0.19 probability to follow the decreasing trajectory (the probabilities sum to 1). Based on the probabilities, Fred would be classified in the stable high trajectory. Although using the trajectory membership (i.e., the assignment to trajectories according to the probabilities of each individual’s most likely group membership) can be clinically relevant, it is important to consider that the trajectories are most likely approximations of a more complex reality (Nagin & Odgers, 2010).

Table 1.3  Hypothetical scores of conduct problems from 6 to 12 years old for four participants.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Scores of conduct problems between 6 to 12 years old</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Sam</td>
<td>9</td>
</tr>
<tr>
<td>Gabby</td>
<td>2</td>
</tr>
<tr>
<td>Max</td>
<td>10</td>
</tr>
<tr>
<td>Fred</td>
<td>7</td>
</tr>
</tbody>
</table>
GMM

GMM has been developed by Muthén and colleagues (Muthén & Shedden, 1999). This approach allows both qualitatively different patterns of change and quantitative differences within each pattern (Bauer & Reyes, 2010). Similarly to GBTM, the population under study is assumed to be composed of qualitatively distinct subgroups. However, heterogeneity within each subgroup is also considered—that is, variations that are specific to each individual (random effects) as in GCM can also be modeled within each subgroup. In GMM, the subgroups could not be explained by the between-individual variability accounted for by individual-specific effects in a single GCM (random effects). Instead, different single GCMs capture the population variability across time. In GMM, two or more GCMs are used to estimate the population variability in developmental trajectories. Key outputs of such an approach are two or more GCMs and estimates of the proportion of the population following each GCM.

Both GBTM and GMM provide helpful information about the shape and levels of the trajectories. The main difference between the two approaches is that GMM includes random effects (i.e., individual-specific effects) in each trajectory, whereas GBTM does not. Adding random effects can lead to a fewer number of trajectories because it allows for more within-group variability in individual-level trajectory (Nagin & Odgers, 2010).

Examples of Applications

Studying Externalizing and Internalizing Problems Using GCM

In the following section, we present examples of how GCM can be used to study externalizing and internalizing problems across ages. We discuss linear (i.e., linear trend over time) and nonlinear (e.g., quadratic trend over time) models.

Linear Growth Curves  The most common GCMs fit linear growth curves. Owens and Shaw (2003) examined linear trajectories of mother-reported externalizing problems of children \((n = 299)\) from 2 to 6 years of age from low-income families. On average, children showed decreases in externalizing problems over time. Children with more externalizing problems at age 6 were characterized by more negative emotionality as infants and having depressed mothers, mothers who were less accepting of the child’s behavior, and parents with more inter-parental conflict. Keiley, Bates, Dodge, and Pettit (2000) used SEM to simultaneously examine linear growth curves of mothers’ and teachers’ reports of children’s \((n = 405)\) internalizing and externalizing problems from 5 to 12 years of age. Demonstrating the developmental comorbidity between internalizing and externalizing problems, intercepts and slopes of internalizing problems were positively correlated with the intercepts and slopes, respectively, of externalizing problems. In other words, the higher one’s initial level of internalizing problems, the higher one’s initial level of externalizing problems (and the greater one’s increases in internalizing problems, the greater one’s increases in externalizing problems). Children with higher intercepts of externalizing problems included children rejected by peers, children from lower socioeconomic status (SES) families, and European American (compared to African American) children. Children with greater increases of externalizing problems included boys, rejected children, and African American (compared to European American) children. In summary, GCMs
can test the effect of risk and protective factors on intercepts (initial level) and slopes (growth/change) of developmental trajectories, and can fit multiple behaviors simultaneously to understand their codevelopment.

**Nonlinear Growth Curves** In addition to linear growth curves, previous studies using GCMs have examined nonlinear growth curves. Studies have examined polynomial trajectories of externalizing problems, including quadratic (e.g., Bongers, Koot, van der Ende, & Verhulst, 2003), cubic (e.g., Nærde, Ogden, Janson, & Zachrisson, 2014), and quartic (e.g., Petersen, Bates, Dodge, Lansford, & Pettit, 2014) trajectories. Bongers and colleagues (2003) examined quadratic trajectories of parent-reported externalizing problems (in addition to other behavior problems) in 2,076 Dutch children from ages 4 to 18 years. The sample showed curvilinear decreases in externalizing problems over time, on average. Boys had higher intercepts and steeper slopes (greater decreases) than girls, yet were reported to show more externalizing problems than girls across time. Nærde and colleagues (2014) examined cubic trajectories of parent-reported physical aggression in 1,159 Norwegian children from 8 to 26 months of age. Aggression increased from 8 months, with a peak around 20 to 22 months, followed by a decrease to 26 months. Higher intercepts were found among boys (compared to girls), those having a same-age sibling, higher levels of parental distress, lower parental education, more difficult child temperament, and higher levels of child activity. Slopes of aggression were predicted by the presence of a same-age sibling and high child-activity level. It is worth noting that it can be quite difficult to interpret the predictors of polynomial terms (Grimm, Ram, & Hamagami, 2011). In any case, GCMs can fit nonlinear trajectories and estimate the effects of risk and protective factors on the level and growth of these trajectories.

**Joint Development of Related yet Different Behaviors Using GBTM**

In this section, we present an example of trajectory modeling of two related yet different behaviors. This type of model (referred to as a dual or joint model) allows examining the developmental relations between two behaviors of interest (Nagin, 2005; Nagin & Tremblay, 2001). The joint model has three key outputs: (1) the developmental trajectories for each type of behavior; (2) the probability of membership in each joint trajectory (which reflects the proportion of individuals belonging simultaneously to trajectories of both types of behaviors (e.g., being classified in the high trajectory of one type of behavior and in the low trajectory of the second type of behavior); and (3) the probabilities linking membership in trajectories across behaviors (e.g., the probability of following a high trajectory of one type of behavior given the trajectory membership of the other behavior).

In a study of girls from a population-based sample (n = 881), Fontaine and colleagues (2008) examined the joint developmental trajectories of physical aggression and hyperactivity between 6 to 12 years old (teachers assessed the behaviors yearly) using GBTM. They identified four trajectories of hyperactivity (None/Low, Moderate declining, Moderate stable and High declining) and three trajectories of physical aggression (None/Low, Moderate, and High declining) (first key output). They also found that about 10% of the girls belonged to the high trajectory of hyperactivity without high levels of physical aggression, that a small proportion of the girls (less than 1% of the sample) belonged to the high trajectory of physical aggression without high levels of hyperactivity, that about 9% of the girls belonged to the high
trajectory of hyperactivity and the high trajectory of physical aggression, and that the remainder of the sample encompassed all other trajectory combinations (second key output). Finally, they found an asymmetric developmental association between hyperactivity and physical aggression; in other words, girls with high levels of physical aggression were highly likely to have high levels of hyperactivity (probability = 0.96), but girls with high levels of hyperactivity were only moderately likely to have high levels of physical aggression (probability = 0.45). In addition, girls who were not hyperactive were likely not to be physically aggressive (probability = 0.91), but girls who were not physically aggressive could show moderate levels of hyperactivity (probability = 0.28 for moderate declining levels and probability = 0.20 for moderate stable levels). Figure 1.2 illustrates
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**Figure 1.2** Linking Probabilities between the Trajectories of Hyperactivity and Physical Aggression (Based on Fontaine et al., 2008). Part A: Probabilities of Physical Aggression (PA) Conditional on Hyperactivity (HYP); Part B: Probabilities of Hyperactivity (HYP) Conditional on Physical Aggression (PA).
these linking probabilities (third key output). In sum, GBTM allows for the study of the joint development of related yet different behaviors, including the probabilities linking membership in trajectories across behaviors.

**Testing Developmental Taxonomical Theories or Theoretical Models**

Trajectory modeling can be useful to test taxonomical theories or theoretical models. In this section, we present studies that focused on testing theoretical models, such as Moffitt’s taxonomical theory of antisocial behavior.

*The Example of Moffitt’s Developmental Taxonomy*  
Moffitt (1993) postulated that antisocial behavior can follow two distinct trajectories, each with a unique etiology and prognostic: a small group of individuals engaging in antisocial behavior at an early age and persistent throughout their lifespan (lifecourse-persistent trajectory) and a larger group of individuals engaging in antisocial behavior only during adolescence (adolescence-limited trajectory). According to her theory, the interaction between childhood neuropsychological problems and adverse environments could lead to lifecourse-persistent antisocial behavior, whereas a contemporary maturity gap and involvement with deviant peers could lead to adolescence-limited antisocial behavior.

Odgers and colleagues (2008) used GMM to test Moffitt’s (1993) taxonomic predictions regarding developmental course of antisocial behavior, risk factors and adult consequences. They identified four antisocial behavior trajectories: lifecourse-persistent, adolescence-onset, childhood-limited and low. In line with Moffitt’s theory, their findings supported the existence of both lifecourse-persistent and adolescence-onset antisocial trajectories. However, contrary to the taxonomy, some individuals were identified with an adolescence-onset antisocial behavior, but also subsequent persistence into adulthood. Although Moffitt’s theory predicted that variability in age at desistence could be explained by the cumulative number and type of ensnaring life events that entangle individuals in an antisocial lifestyle, methodological issues could also explain the findings by Odgers and colleagues (e.g., spacing of measurement occasions during adolescence and the challenges of mapping such transient behavioral pattern using trajectory modeling). In addition, a childhood-limited trajectory, not anticipated by the taxonomy, was identified. The individuals engaging in the childhood-limited trajectory appeared to desist from antisocial behavior, however, they were likely to experience small to moderate problems that were restricted to internalizing disorders, smoking and financial difficulties.

The examples above demonstrate that trajectory modeling has implications for testing developmental theories, which could at the same time inform research and clinical practice. For instance, given the different developmental course of each trajectory, as well as their associated risk factors and outcomes, targeted interventions that best address the profiles of vulnerabilities and strengths of individuals following distinct trajectories could be developed (Viding, Fontaine, & McCrory, 2012).

*A Dimensional Alternative to Moffitt’s Developmental Taxonomy*  
There is a growing body of research showing that externalizing problems are dimensional rather than categorical in nature (Coghill & Sonuga-Barke, 2012; Krueger, Markon, Patrick, & Iacono, 2005; Markon & Krueger, 2005; Walton, Ormel, & Krueger, 2011). Recent findings also suggest that trajectories of externalizing problems are more accurately
modeled dimensionally than with Moffitt’s (1993) subgroups (Walters, 2011, 2012; Walters & Ruscio, 2013; for a review, see Fairchild, van Goozen, Calder, & Goodyer, 2013). The dimensional nature of the development of externalizing problems suggests that GCM may be useful when modeling trajectories of externalizing problems because GCM seeks to capture quantitative variation in individuals’ trajectories.

However, one difficulty in measuring change in externalizing problems across long developmental periods is that the meaning of externalizing behaviors changes with development. For instance, physical aggression is more common in young children than adolescents (Miller, Vaillancourt, & Boyle, 2009), so physical aggression may likely represent a more severe trait level of externalizing behaviors in adolescence than it does in early childhood. Because the meaning of externalizing behaviors changes with development (known as heterotypic continuity), the same measure may have a different meaning at different ages. Thus, developmental changes in the construct of externalizing behavior may necessitate changes in measurement. A widely used measurement system for externalizing behavior, the Achenbach System of Empirically Based Assessment (ASEBA; Achenbach, 2009) accommodates changes in the construct of externalizing behaviors by including different items at different ages in development. A key challenge is ensuring that differences across time reflect actual change rather than differences in the meaning of the measure. One approach to make scores on different measures statistically comparable is to use a proportion score (Little, 2013), where the child’s problem sum is divided by the total possible score on the measure.

Petersen and colleagues (2015) examined GCMs of externalizing problems from 5 to 27 years of age (n = 585) using proportion scores of ratings by mothers, fathers, teachers, peers and self-report on the ASEBA. Quartic (fourth-degree polynomial) trajectories were the best-fitting form of change. On average, externalizing problems decreased from early childhood to preadolescence (ages 5–11), increased during adolescence (11–16), and decreased from late adolescence to adulthood (16–27). Yet there were great individual differences in intercepts and slopes that were predicted by risk factors reflecting family process, peer process, stress, and individual characteristics. The quartic model with these risk factors as predictors was fairly accurate, and accounted for 70% of the variability in the development of externalizing problems. In sum, GCMs can accurately capture dimensional individual differences in the development of externalizing problems over long developmental spans with changing measures.

Testing the Effectiveness of Interventions Using Trajectory Modeling

Trajectory modeling can be applied to assess the effects of intervention strategies nested in longitudinal studies, such as longitudinal randomized trials. In the following section, we present studies in which GBTM, GMM and GCM were applied to examine interventions’ effects in longitudinal randomized trials.

GBTM and GMM to Test the Effectiveness of Randomized Preventive Interventions

GBTM and GMM can be used to examine the impact of interventions on subgroups characterized by different growth trajectories, that is the effects on populations that include individuals who have normative and non-normative patterns. The strength of such analysis is that it allows the assessment of intervention effects on the different trajectories rather than focusing on overall intervention effects at a specific time point.
Lacourse and colleagues (2002) used GBTM to assess the effects of a randomized multimodal preventive intervention in boys \( (n = 909) \). Boys with high levels of disruptive behavior (based on the teachers’ assessment in kindergarten) were randomly assigned to the intervention group \( (n = 42) \) or the control group \( (n = 115) \). The rest of the sample was considered to be at low risk (based on the teacher’s assessment of disruptiveness in kindergarten). The intervention took place when the boys were aged between 7 and 9 years old. GBTM was used to identify the trajectories for three different outcomes between 11 and 17 years old, that is physical aggression, vandalism and theft (based on self-reports). For each outcome, six trajectories were identified (i.e., Low 1, Low 2, Low rising, Low decline, Medium decline, and High rising). The authors examined the probabilities of following the trajectories of physical aggression, vandalism, and theft depending on whether the participants were in the intervention group, the control group or the low-risk group. Results suggested that the intervention changed the course of antisocial behavior throughout adolescence, especially physical aggression. Boys in the intervention group compared to those in the control group were more likely to follow the lowest-level trajectory of physical aggression and were less likely to follow high-level trajectories of physical aggression.

Using GMM, Muthén and colleagues (2002) examined the effects of a randomized intervention aimed at reducing aggressive behavior in children (119 boys were in the intervention group and 80 boys were in the control group). The intervention was applied during the first and second grade, and the children were followed from the first to seventh grade with respect to the course of aggressive behavior. The authors notably tested whether or not intervention effects differed across trajectories. They found that the estimated four-trajectory model fitted the data well (e.g., High, Medium, Low and Late-starters), and that the benefits from the intervention were more evident for boys who were initially more aggressive (i.e., the rate of change over time for the boys in the High trajectory was greater for the ones in the intervention group compared to their counterparts in the control group).

According to Muthén and colleagues (2002), trajectory-modeling techniques should not be used as a substitute for examining significant overall effects of an intervention (e.g., when the group that received the experimental treatment is compared with the control group on the outcomes of interest regardless of the trajectory membership). Reliance on trajectory modeling in the absence of overall effects of an intervention could result in spurious findings given the multiple comparisons issue (as more comparisons are performed, it becomes more likely that the treatment and control groups will appear to differ on at least one aspect by random chance alone). They recommended that trajectory modeling should be carried out by comparing the estimated trajectories with those from existing empirical data or theory. Still, the identification of different intervention effects for individuals following distinct trajectories can be clinically useful. For instance, this information could be used for designing intervention studies where specific interventions could be implemented to address the strengths and vulnerabilities of individuals following different trajectories based on longitudinal screening procedures (Muthén et al., 2002).

GCM to Test Predictors, Moderators and Mediators of Treatment Response  Beauchaine and colleagues (2005) examined predictors, moderators, and mediators of treatment response among 514 3–8-year-old children treated for conduct problems. Children were randomly assigned to a waitlist condition or to one or more combinations of
parent, child, or teacher training. The study examined children’s response to treatment using a latent GCM fit to three time points: (1) pre-treatment, (2) post-treatment, and (3) 1-year follow-up, where steeper negative slopes reflected greater improvement over time. The authors tested three questions: (1) For whom (or under what conditions) was treatment in general most effective (i.e., predictors of treatment response)? (2) For whom was a particular treatment most effective (i.e., moderators of treatment response)? (3) Why (by what mechanisms) did treatment work (i.e., mediators of treatment response)?

Regarding question 1 (predictors that described for whom treatment in general was most effective), the authors identified the following cases that were associated with better treatment response: older mother, father or mother with history of substance use, child with higher levels of anxiety/depression, and more treatment components. Regarding question 2 (moderators indicating for whom particular treatments were most effective), the authors identified the following cases for whom parent training was particularly effective: parents with lower marital satisfaction, depressed or single mother, father with history of substance use, and child with lower levels of anxiety/depression or from a lower SES family. The following cases for whom child training was particularly effective were: depressed mother, father with history of substance use, and a lower-SES family. Teacher training was particularly effective when the child was higher in attention problems. Regarding question 3 (mediators explaining treatment response), the authors identified reductions in the following parenting factors that explained why treatment worked: verbal criticism, harsh parenting, and ineffective parenting. In sum, GCMs can identify predictors, moderators, and mediators of treatment response.

Methodological Considerations

The next section provides an overview of relevant methodological considerations to take into account when applying trajectory modeling.

Measures of Behavior

Psychopathological disorders are often composed of different measured components. For instance, Conduct Disorder (American Psychiatric Association, 2013) is composed of criteria assessing aggression, destruction of property, deceitfulness or theft, and serious violations of rules. Aggregating these different types of behavior while modeling developmental trajectories may blur the analysis and mask etiological differences associated with the development of distinct types of behaviors. For instance, the emergence of physically aggressive behavior may be observed before theft and vandalism, which may emerge and show important growth during adolescence (Séguin, Sylvers, & Lilienfeld, 2007). Data suggest that physical aggression peaks during the second year of birth and then decreases (Tremblay, 2000). Let us consider Moffitt’s taxonomy (Moffitt, 1993), which includes a life-course-persistent trajectory and an adolescence-limited trajectory. The identification of an adolescence-limited trajectory may depend on the items under investigation. For instance, if a scale of physically aggressive behavior is used, the likelihood of finding an adolescence-limited
trajectory may be low, whereas if a global measure of antisocial behavior (including physical aggression, but also other behaviors that may emerge later in development such as theft, vandalism, and drug use), the likelihood of finding an adolescence-limited trajectory may be high (Vitaro, Brendgen, & Barker, 2006). Developmental trajectories can vary across different types of behaviors (e.g., physical aggression, opposition, property violations and status violations; Bongers, Koot, van der Ende & Verhulst, 2004). This should be considered when modeling developmental trajectories of psychopathology.

Still, the best level of analysis is the most useful one for the researcher’s goal. There are many ways to parse out behavior, which is heterogeneous by nature. For instance, externalizing problems can be split into aggression and non-aggression phenotypes. Aggression can further be reduced into physical, verbal, and relational. Physical aggression can be further reduced into proactive and reactive. Proactive physical aggression can be further reduced into targeting peers versus siblings. One could further reduce to the different brain mechanisms involved. At each level, the behaviors likely consist of heterogeneous mechanisms (and therefore combine behaviors with different developmental trajectories). One can always reduce to a lower level (more basic) unit, but the question is: what is the most useful level of analysis for the goal? This reflects the classic tension between lumpers and splitters. There are advantages of focusing on more specific behaviors, but there can also be benefits of accounting for the co-occurrence of different behaviors. For instance, there may be usefulness in examining the construct of general externalizing behavior because it is an efficient summary of many cases of psychopathology, the subdimensions tend to co-occur, and similar developmental processes appear to be involved with the different subdimensions (Olson, Bates, Sandy, & Lanthier, 2000). Alternatively, Insel (2014) has argued that instead of focusing on behavior to define syndromes (because behavior is imprecise and provides little information about the underlying mechanisms), we should focus on the developmental trajectories of underlying brain mechanisms. In sum, the researcher should consider his or her goal when choosing which levels of analysis to examine.

Number of Trajectories and Model Fit

An important aspect with regard to using GBTM or GMM concerns the determination of the number of trajectories that best represents or fits the data. As we previously mentioned, the use of GMM, compared to GBTM, could lead to a fewer number of trajectories, because adding random effects allows for more within-group variability in individual-level trajectory (Nagin & Odgers, 2010). Still, for both types of models, researchers should rely on criteria and theory to make their decision about the optimal number of groups.

Common criteria to assess the model fit include the Bayesian information criterion (BIC; Raftery, 1995), the Akaike information criterion (AIC; Akaike, 1974), the Lo–Mendell–Rubin likelihood ratio test (LMR–LRT; Lo, Mendell, & Rubin, 2001), and entropy (Muthén, 2004). The BIC and the AIC are indices that assess the model fit by balancing the goodness of fit to the sample data and the complexity of the model. They can be used to identify the best model from all the models considered (e.g., from a two-trajectory model to a six-trajectory model). That is, from the estimated models, the one with the lowest AIC (or the lowest BIC) would be selected as
best fitting the data. The LMR-LRT is an indicator to determine the ideal number of trajectories; a low $p$-value ($p < .05$) indicates that the $k$ trajectory model is a better fit to the data compared to the $k-1$ trajectory model. Entropy is a measurement of classification accuracy, with values closer to 1 suggesting that the classes are well separated (range 0 to 1). Other tests of adequacy have been proposed such as verifying that the average of the posterior probabilities of trajectory membership for individuals assigned to each trajectory surpasses a minimum threshold (i.e., at least 0.70) (Nagin, 2005). Further information about the fit indices can be found in prior work (e.g., Nagin, 2005; Nylund, Asparouhov, & Muthén, 2007).

Model selection should also be based on the research questions/hypotheses under investigation, as well as extant relevant theories and prior empirical research. Although the identification of trajectories through GBTM or GMM can be clinically relevant, it is important to note that the identified trajectories only approximate the developmental course of subgroups in the population (Nagin & Odgers, 2010). Extant theories about the number and the shapes of trajectories for a given research question may not be available. In this case of a more exploratory framework, it becomes especially important to communicate and justify the decisions associated with the model selection. In addition, one strategy to verify if the identified trajectories appear meaningful is to test whether or not the trajectories can be differentiated from each other in terms of risk factors, response to treatment or outcomes. Replications of the findings using different datasets could also help to ascertain whether or not the trajectories identified represent meaningful subgroups of individuals in the population.

Although GCM does not involve the identification of distinct trajectory groups, it is still essential to establish the adequacy of fit for the growth models assessed (see Curran et al., 2010). The appropriate fit indices to be considered depend on the specific analytic strategy used to estimate the models (e.g., SEM or multilevel modeling). Examples include the RMSEA (root mean squared error of approximation) and the CFI (comparative fit index). Further information can be found in more technical references (e.g., Raudenbush & Bryk, 2002; Schreiber, Nora, Stage, Barlow, & King, 2006).

**Data Sources**

The types of data sources may impact the identification of the trajectories because of differences in the raters’ assessments. For instance, teachers’ ratings may be associated with higher independence in assessments (e.g., if there is a different teacher at each assessment) and are less likely to be influenced by the characteristics of any one rater (e.g., a parent’s mental health problems; Côté, Zoccolillo, Tremblay, Nagin, & Vitaro, 2001). In addition, teachers and parents may underestimate certain behaviors, such as youth antisocial conduct (especially for teenagers), but self-reports can be affected by biases including problems recalling relevant information and social desirability. Self-reports may have the advantage of providing information that is unknown to adults or official services (e.g., police). For example, in a study on the links between self-reported and official offending behavior, GBTM was used to estimate trajectories of violent and nonviolent offending from self-reports collected between 11 and 17 years from a sample of 969 boys (Fontaine, Lacourse, Vitaro, & Tremblay, 2014). The researchers selected a five-trajectory model for violent offending (i.e., Chronic, 3%; Desisting, 12%; Delayed, 6%; Moderate, 47%; and Low, 32%) and a three-trajectory
model for nonviolent offending (Chronic, 8%; Moderate, 45%; and Low, 47%). Although they found that self-reports were associated with official records, especially for violent offending behavior, they could not perform meaningful trajectory analyses using the official offending data due to a low prevalence and frequencies of these behaviors, despite the use of an at-risk sample (i.e., boys from disadvantaged environments).

Indeed, the types of samples (e.g., population-based, at-risk, or clinical) should also be taken into account when performing the analyses and interpreting the findings, as it could influence the trajectories identified and the proportion of individuals assigned to each trajectory. For instance, the percentage of individuals following an early-onset/persistent trajectory of antisocial behavior has been found to be higher in at-risk or clinical samples compared to population-based samples (Fontaine, Carbonneau, Vitaro, Barker, & Tremblay, 2009).

### Developmental Periods

To model trajectories (GCM, GBTM, and GMM), a minimum of three time points (usually as a function of age) is needed for proper estimation, but four or more time points are preferable to estimate more complex models, such as trajectories following quadratic or cubic trends (Curran & Muthén, 1999). This does not imply that all individuals need to have data on all time points (see the section on missing data management, p. 22). However, several time points across different developmental periods may be necessary to address certain research questions. For instance, if a researcher aims to test a developmental theoretical model, such as Moffitt’s taxonomy (i.e., to test whether or not lifecourse-persistent and adolescence-limited trajectories can be identified; Moffitt, 1993), data collected at different time points from childhood to adulthood would be necessary. A number of published studies on the developmental trajectories of antisocial behavior were based on data collected at the end of childhood or during adolescence (i.e., where a proportion of individuals already manifested behavioral problems) and did not include data in adulthood (e.g., Broidy et al., 2003; Fontaine et al., 2014). Thus, the empirical validation of such a model on the development of individuals’ antisocial behavior may be limited due to restrictive ranges of the ages considered.

The number and the shape of each trajectory are not fixed certainties. The number of time points or periods for which the individuals are monitored can have an impact on the number and shapes of the trajectories, although this remains an understudied topic (Nagin, 2005). For instance, Eggleston, Laub, and Sampson (2004) tested whether or not length of follow-up affected trajectory number, shape and group membership. Using a sample of 500 delinquent boys and their official crime counts from ages 7 to 70, their findings suggested that the length of follow-up (7 to 25 vs. 7 to 32 vs. 7 to 45 vs. 7 to 70) influenced trajectory number, shapes, and group membership, but that groups were differentially affected. The high rate-chronic group, for example, was not identified when the analysis was restricted to the shortest age range (i.e., 7 to 25). Eggleston and colleagues (2004) also reported that variables such as incarceration and mortality could affect the estimation of offending patterns over time. For instance, individuals who are incarcerated may be classified in a desisting offending trajectory because they would not show up in official records. Similarly, trajectory analyses on depressive symptoms may classify participants who passed away as desisters.
Therefore, it appears important to take into account the length of follow-up, the type of variables under investigation (e.g., offending behavior) and to consider that the trajectories are not immutable. In addition, it appears that more data allow for more refined statistical inferences (Nagin, 2005). For instance, in clinical research, failing to identify trajectories because of too few time points could lead to errors in intervention effectiveness given that heterogeneity may wash out effects for some or identify positive effects for others. Further research is needed to test further the influence of temporal length of studies on the trajectory estimation, as well as other design features such as spacing of temporal retest intervals and sample size.

Sample Size

The sample size, that is the number of individuals included in the analysis, can also have an impact on the estimation of the trajectories. It seems that a clear consensus has not been established about the minimum number of individuals needed to perform trajectory analysis. In GCM, sample sizes approaching at least 100 are often preferred (Curran et al., 2010). However, we should expect that large samples of individuals followed throughout several years (and developmental periods), allow for greater capacity to identify meaningful trajectories (Hertzog, Lindenberger, Ghisletta, & von Oertzen, 2006; Nylund et al., 2007). Indeed, one may question the meaningfulness of having one or two trajectories with a very small number of participants (e.g., a high chronic trajectory including five participants when using GBTM or GMM). Using GBTM, D’Unger, Land, McCall, and Nagin (1998) tested whether or not the number of trajectories in the selected model was influenced by the number of individuals included in the analysis (i.e., samples of 500, 1,000 and 2,000 individuals). They found that their selected model (i.e., the model with five trajectories of offenders) was robust to sample size. Sampson, Laub, and Eggleston (2004) varied their sample size from 25 men to almost 500 to model trajectories of offending behavior. They reported that the number of trajectories varied from five to eight, with the eight-trajectory model derived only for sample sizes of 200 and higher. Sampson and colleagues (2004) suggested that the sample size problem is relatively modest. Theories and previous empirical research could be used to inform design decisions when planning a longitudinal study, including the required sample size that may best allowed to test the hypotheses under investigation, such as the number and shapes of trajectories.

Missing Data

When using longitudinal data, researchers and clinicians are often confronted with missing information and attrition. Several reasons can lead to missing data across assessments, including participants’ refusal to respond to specific questions of the assessment and participants dropping out of clinical experimentations and being lost within longitudinal studies (because of refusal to continue to participate, disappearance, or death). The impact of missing data when performing trajectory analysis can be particularly problematic if missingness is related to the variables of interest. For instance, in research on antisocial behavior, individuals with the highest levels of adjustment problems may also tend to have the highest levels of missing data.
(e.g., adolescents with antisocial behavior may be unwilling to continue participation in a study into which their parents initially enrolled them, and initially cooperative parents may drop out at later ages of their children even if their children remain in the study; Asendorpf, van de Schoot, Denissen, & Hutteman, 2014). Biases can be introduced if individuals with incomplete data are excluded from the analyses, especially if they differ on key characteristics from those who are included.

One important step when applying trajectory modeling is to document and understand both the type and the quantity of missing data across assessments (Nagin & Odgers, 2010). Missing data can be classified into different categories. They can be characterized as missing completely at random (data are truly missing at random), as missing at random (data are missing as a function of measured characteristics, such as sex) or as missing not at random (data are missing as a function of unmeasured characteristics such as the very value that is missing) (Curran et al., 2010). The statistical importance and complexity of the missing data management will depend on the type of missing data (Little & Rubins, 1987; Schafer & Graham, 2002). A detailed discussion of the different methods of missing data management would go beyond the scope of the present chapter. However, it should be noted that missing data issues can be addressed using statistical techniques either outside of the trajectory modeling framework (e.g., multiple imputation) or when performing the trajectory analysis (e.g., when using the full-information maximum likelihood estimation) (for more information, see Enders, 2001; Nagin & Odgers, 2010).

Conclusions

In this chapter, we presented an overview of three trajectory modeling approaches, namely GCM, GBTM, and GMM. These approaches share a common analytical goal: they allow the modeling of differences or variability across members of a population in their developmental trajectories (Nagin & Odgers, 2010). We also presented examples of applications of these trajectory modeling approaches in the field of developmental psychopathology and clinical psychology, such as studies that focused on the development of externalizing and internalizing problems, on the validation of theoretical models and on the examination of intervention effects. Finally, we discussed methodological considerations when applying these models and interpreting the findings, such as issues related to the measurement of behavior, the determination of the number of trajectories that best represents or fits the data, the potential impact of data sources, the influence of the developmental periods considered, the requirement in terms of sample size and the management of missing data.

Numerous research questions about the developmental trajectories of psychopathology can be addressed using these approaches. Researchers need to select the approach that will allow them to address appropriately their hypotheses given the data to be analyzed. For instance, if they expect that all individuals in their sample come from the same population and can be described by the same parameters of change, then GCM could be appropriate. Alternatively, if they expect that some individuals come from distinct subpopulations, which can be captured by different subgroups, GBTM (with the assumption that the subgroups are homogeneous regarding change) and GMM (if heterogeneity within each subgroup is considered) could be more
appropriate. Researchers should clearly articulate their rationale for using the approach they have selected and they should also justify their final model (e.g., choice of the number of trajectories) based on a combination of formal statistical criteria as well as extant empirical data and theory.

Several software packages for fitting these models are available, including SAS (PROC TRAJ, for GBTM; Nagin, 2005), Mplus (e.g., GMM and GCM; Muthén & Muthén, 2012), and R (SEM, Boker et al., 2011; HLM, Pinheiro, Bates, DebRoy, Sarkar, & the R Core team, 2009). Tutorials and workshops that focus on the theory and technical applications of these models are also available and could be useful to get started or to acquire more advanced knowledge. We presented an overview of these approaches and applications. Several recent published articles, chapters, and textbooks cover more comprehensive and technical aspects of these approaches and their applications (e.g., Hox, 2010; Little, 2013; McArdle & Nesselroade, 2014; Muthén, 2004; Nagin, 2005; Nylund et al., 2007; Raudenbush & Bryk, 2002; Shiyko, Ram, & Grimm, 2012; Singer & Willett, 2003). Statistical models are constantly evolving; collaborations between researchers, clinicians and developers of these models should lead to enhanced tools for testing hypotheses in the domains of developmental psychopathology and clinical psychology.
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